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1. Introduction

1.1. Summary

The Server EfficiencRating Tool (SER)was created byStandard Performance Evaluation Corporat{@PER

the world’s | eading organization for benchmarking expe
Agency. It igntended to measure serveenergy efficiency, initially as part of the second generation of th8

Environmental Protection Agency (EERNERGY STAR for Computer Servers program. Designed to be simple to
configure and use via a comprehensive graphical ugterface, the SERT uses a set of synthetic worklets to test

discrete system components such as memory and storage, providing detailed power consumption data at different

load levels. Results are provided in both machiaed humanrreadable forms, enablgn automatic submission to
governmentsponsored certification programs as well as both summary and detail reports for use by potential
customers.

This public draft outlines the design ofthe SERT for public review, please visit
http://www.spec.org/sert/docs/SERDesign_Document.pdbr the latest updates.

1.2. About SPEC

The Standard Performance Evaluation Corporation (SPEC) was forrtiedilyustry in 1988 to estalish industry
standards for measuring compute performance. SPEC has since become the largest and most influential
benchmark consortium worlgvide. Its mission is to ensure that the marketplace has a fair and useful set of
metrics to analyze the newest geration of ITequipment.

The SPEC community has developed more than 30 indststngard benchmarks for system performance

evaluation in a variety of application areas ahds provided thousands of benchmark licenses to companies,

resource centers, an@ducational institutions globally. Organizations using these benchmarks have published

more than 20,000 peer evi ewed per f or mance htie/wowspes.oraresultSRB.C’ s websit

SPEC has a lomgstory of designing, developing, and releasing industandard computer system performance
benchmarks in a range of industry segments, plus peeiewing the results of benchmark runs. Performance
benchmarking and the necessary work to develop andas new benchmarks can lead to disagreements among
participants. Therefore, SPEC has developed an operating philosophy and range of normative behaviors that
encourage cooperation and fairness amongst diverse and competitive organizations.

The increasing emand for energsefficient ITequipment has resulted in the need for power and performance
benchmarks. In response, the SPEC community established SPECpower, an initiative to augment existing industry
standard benchmarks with a power/energy measurementadieg engineers and scientists in the fields of
benchmark development and energy efficiency made a commitment to tackle this task. The development of the
first industrystandard benchmark that measures the power and performance characteristics of -staser
compute equipmentbeganon January 26 2006. In December of 2007, SPECpower_ssj2008 was released, which
exercises the CPUs, caches, memory hieram@hg the scalability of shared memory processors on multiple-load
levels. The benchmark runs on a widariety of operating systems and hardware architectures. In version 1.10,
which was released on April 15 2009, SPEC augmented SPECpower_ssj2008 withdesitipport (e.g., blade
support). Several enhancements and code changes to all benchmark compomecignentation updates, and

run and reporting rules hancements were included in versidnll, releasd September 132011 and version

1.12, releasediarch 30 2012

1.21.{t 9/ Qa DSYSNIft 5S@St2LIYSyld DddzARStAySa
SPEC's philosophy and standards of pghe8BRT.Jhepoaldsheenn ar e t

developed cooperatively by a committee representing diverse and competitive companies. The folbmivitg
guide the committee in the developent of a tool that will be useful and widely adopted by the industry:

91 Decisions are reached by consensus. Motions require a qualified majority to carry.
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1 Decisions are based on reality. Experimental results carry more weight than opinions. Data and

demonstation overrule assertion.

1 Fairbenchmarksallow competition among all industry participants in a transparent market.

1 Tools and benchmarks should be architectneutral and portable.

1 All who are willing to contribute may participate. Wide availabilityr@gults on the range ochvailable
solutions allowghe end user taleterminethe appropriate IT equipment

Similar guidelines have resulted in the success and wide use of SPEC benchmarks in the performance and
power/performance industry and are essentialthe success dhe SERT.

1.2.2. SPEC Membership

SPEC membership is open to any interested company or efitigmembers and associates f

SPEC’

System Group (OS@de entitled to licensed copies of all released OSG benchnaadksoolsas well asunlimited
publication of results on SPEC's public website. An initiation fee and annual fees are due for m&bprefit
organizations and educational institutions have a reduced annual fee structure. Further details on membership
information can be fond onhttp://www.spec.org/osg/joining.htmlor requested ainfo@spec.orgAlso a current

list of SPEC members can be found hbth://www.spec.org/spec/membership.html

2. D w ¢ bpear{d Goals

The current scopedf he EPA’ s

Energy

blade technologies of similar scope. A design goti®SmRT is to accommodate these and larger technologies.

s Oper

Sibchudes serveos gyithadnprodessor soBketand e r s

Among the issues involved with support of larger systems are the overall capacity of the system to complete work,
and the ability to design a workload that scales with the inclusion of additional procgsetemory, network
interface cards, disk drives, etc. Different workload characteristics are required to demonstrate effectiveness for
each of these components. Providing a workload that fairly represents their presence while not unfairly

representing thé& absence is a challenge. These issues are more prevalent with larger systems that have more

expansion capabilities than smaller servers.

For these areas wheri is concludal that the tool does not adequately represent the value of a component

comparedd its power
Power/PerformanceModifiers’ .

2.1. Overview Summary

requirement s,

the tool w Cohfiguratioa

The following table summarizes some of the design goalsttieaBERT will and will not provide

IS
ARating Tool for overall energy efficiency

IS NOT
A Benchmark nor a Capacity Planning Tool

A MeasuringTool for power, performanceand inlet
temperature

A Measuring Tool for Airflow, Air pressure, outlet
temperature

A general computeenvironment measure

A ecific application JVM or
benchmark measure

special purpose

Supporting AGpowered servers

Able to supporDCpowered servers (See Sectidry)

Used in singleOperating System9 instance per
server environments

Intended to stress virtualization hypervisor technoldg

AnEnergy Efficiency Rating Tool

A Marketing Tool

Planned to be architectureand OSneutral

Implemented on architecture and/or O&vironments
where insufficient resource has been volunteered
accomplish development, testing, and support.
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22{ 9wt Qa S5AFTFSNBYOSa FNRY /2y@SyiaArz2ylt . SyOKY!

Performanceand energy efficiency benchmarks tend to focus on capabilities of computer servessecific
business models or application aredhe SERT is focused on providing a first order of approximaticenergy
efficiency across a broad range of application environments.

1 The absolute score is less relevant for the end user, because it wilteflect specific application
capabilities.
1 A rating tool that provides a pagasil or a [Level 1/Level 2/Level 3] ratinga better fit for energy

efficiency regulatory programghan a typical benchmark result with multiple digits of precision in the
metric.

1 Marketing of the absolute scores will be disallowed in order to encourage more participation in the
program

Benchmarks tend to focus on optimal conditions, including turopgons to customize the configuration and
software to the application of the benchmark business model. The need to achieve competitive benchmark results
often causes significant investment in the benchmark proc€hse.SERT is designed to be more econainénd

easier to use, requiring minimal equipment and skillotigh:

1 Highly automated processes and leveraging existing SPEC methods
1 Focugd predeterminedsettings for the server
1 Being fee from supeittuning

Where a benchmark represents a fixed reference paiagulatory programs are designed to foster continuous
improvement, with thresholds for success rising as the industry progre$sesSERT will be designed to match
this paradigm, including:

1 Quick adopibn of new computing technologies
1 Rapid turraround fortool version updates

2.3. Sockets and Nodes

TheSERTL..0.0is designed to be scalable and will be tested up to a maximum of 8 sockets and a maximum of 64

nodes (limited to a set of homogenous servers @del servers). The server under test (SUT) may be a single stand

alone server or a muhliode set of servers. A multiode SUT will consist of server nodes that cannot run
independertly of shared infrastructure such as a backplane, pesigoplies, fansor other elements. These shared
infrastructure systems are c¢ o mimaaderyesk n oOnnl ya si debnlta dcea | s es
allowed in a multnode SUT configuration.

2.4.Scaling

Since the server efficiency rating of a given server is th@asi objective othe SERT, onefdhe main design

goals forthe tool is to be able to scale the performance on the system in proportion to the system configuration.
As more components (processors, memayddisk storage) are added to the server, therkloads should utilize

the additional resources so that the resultant performance is higher when compared to the performance on the
same server with a lesser configuration. Similarly, for a given server, when the components are upgraded with
faster counerparts, the performance should scale accordinglgis is a very important aspect of the tool since
adding and upgrading components typically increase the total power consumed by the, sdniar will affect the

overall efficiency result of the servereating a tool that scales performance based on the number/speed of CPUs
is most readily achievable for the other components, the complexity of implementing such a tool increases
substantially.

Whilethe SERT will be designed to scale performance withtiathal hardware resources of the Sufie SUT itself
may not be able to sustain higher performanitethere are performance bottlenecks in system components
unrelated to the added hardware. In such casthe addition of components to the SUT will norigatesult in
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higher power consumption without a commensurate increase in performance. It is also possible that the workload
mix that is defined for smaller systems will not scale well when examining larger systems

2.5. Server Options and Expansidapabilities

A server may have many optional features that are designed to increase the breadth of applications. These
features not onlyrequire additional power, but also require more capacity in the power supplies and cooling
system. Somef the SERT workload compents will be designed to demonstrate the enhanced capabilities that
these features provide. However, while the tool needs to credit these capabilities for the expanded workloads that
they will accommodate, it cannot penalize efficient servers that are designed with substantial expansion
options. A balance must be struck between providing enhanced ratings for enhanced configurations and avoiding
easy qualification of servers by simply adding features that may not be needed in all situations.

TheS E R Toal & to gvoid unnecessarily penalizing servers that are designed for low expandability, while crediting

servers with greater expandability. For exale) a configuration with four® adapters in PCI sloteay execute the
workloadmore effectively than aanfiguration with only one such adapter. On the other haitanay only run the

workload as effectively as a configuration with two network adapters. Because the configuration with four
adapters may run some real workloads more effectively than configuratith only two adapters, theegulatory

programmay el ect t o al | Qomfigufation Posver/Reeforniance Modilef t“o pr ovi de «cr e
the power infrastructure needed to gyport the additional PCI slots.

The tool will be designed andteste t o0 e n s ur eConfigueation Posvdr/Beufdrrdance Modifler cr edi t s
be included, the tool will accommodate them.

2.6. Redundancy

Many servers have redundancy built in for power supplies and cooling fans. Some servers include different levels
of redundancy for memory, disk, and even processors. A design goal is to include accommodation for redundant
componentsvia Configuration Power/Performance Modifiealthough no specific tests are planned for energy
measurement under fault tolerant conditiomghen one of a redundant set of components is disabled.

2.7.Run Time

The right balance between high repeatability of the results, highsyigbem coverageand low resource allocation
is desirableThe target run timas aroundfive hours.

2.8. Customer RlevantMeasurements

To provide results that are representative of -a custo
shipped” state. Un | e sEsergoHffibiency Regslatory P mgrami thati isendludimg/ thetude ef

the SERT in its ewaltion protocol, power management settings for the SUT will be assumed to be the default

settings that are shipped with the SUT. Because of the variety of functions that are stressed by the various
workloads within the SERT, it is anticipated that somdgearance tuning will be required to obtain consistent

and customerrelevant results. No supduning will be allowed.SPEC will host a site with processor verndor

defined JVM tuning and flag options. Per workload (see se&ti®for the SERT definition of a workload), only one

set of JVM tuning flags per OS/JVM/mieehitecture configuration (e.g. Windows Server R2/Oracle
HotSpot/AMD x86) may be used. For a vaiRS$ resulthe JVM count is user define@ther changes will cause

the run to be norcompliant. TheSERT will launch the JVM within the tool to restrict additional tuning.

2.9. Implementation Languages

The main body of code is in written in Java in order tedothe burden of crosplatform support. The framework
is designed to accommodate other language implementations as well.
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2.10. Load Levels

The SERT implements our concept of multiple load levels per workletd&thé load levels can be found in

worklet section (see sectiaB).

2.11. Platforms

The SERTL.0.0 will be implemented for and is planned to be tested on the following platf@&JVM
combinations (64 bit only), pending resourcés.some casesSPECecommendthe use ofmore than oneJVM,
where more than one JVNk generally available and selecting one may unfairly penalize a specific processor

architecture or operating system.

HW Platform oS JVM
. IBM J9 Java Runtime Environm
x86- AMD Windows Server 2008 R2 Java HotSpot 68it Server VM
«86- AMD Red Hat EL 6.2 IBM J9 Java Runtime Environm
SUSE SLES3R2 Java HotSpot 6Bit Server VM
. IBM J9 Java Runtime Environm
x86- Intel Windows Server 2008 R2 Java HotSpot 6Bit Server VM
86- Intel Red Hat EL 6.2 IBM J9 Java Runtime Environm
SUSE SLES3Rr2 Java HotSpot 6Bit Server VM
POWER IBM AlX IBM J9 Java Runtime Environm
Red Hat EL 6.2 . .
POWER IBM SUSEKLES 13P2 IBM J9 Java Runtime Environm
ARMv7 CortexA9 Ubuntu 12.04
ARMV7 Cortexd15 Ubuntu 13.04 Oracle Java HotSpot VM

Note: OS refers twersions (srvicepack and patch levelshat are current at the SERT release.

Each row in the above tableas a designated Environment Owner/Sponsor within SPEC for the purpose of defining

architecturespecific parameters that will be used for valid SERT measurenedisiduals or corporations who
are interested in expanding this list are encouraged to BREC (see section 2 )

Power subcommittee as outlined in the next section.

2.12. Platform Addition Requirements

SPEC would welcome the addition of othélatform/O$IJVM combinations Support for
Platform/O%JVM combinationsrequires active participation from the interested parties (Environment Sponsor).

and

contri

additional

bute to

The inclusion of a JVM is dependent on an agreement from the JVM provider for unrestricted use of their JVM for

the SERTCompanies dedicating additional resoescto the SPECpower committee for developmenthef SERT

would relax the schedule constraints.

Required Environmentg®nsorcommitment

1 Provide substantial initial testing and gkatest results with the SPRG@ver Committee to ensure that

the SERT is fationing as expected for the target environme#At.t

the Envi

the test results may be presented as measured or in normalized form.
1 Develop a list of recommended tuning parameters that are comparable to parameters designated for
other environments and that will be used for all official SERT measurements.

ronment
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1 Recommend documentation changes associated with the environment, including, but not limited to
instructions for Storage Worklet cache use, setting huge pages, and descriptidmgyas appropriate

1 Provide ongoing testing for any times when enhancements are made to the SERT or when there is a
guestion as to the functionality of the SERT in the target environment.

1 Provide technical support in the event that a SERT licensee hegbkem running in the environment
which cannot be resolved by the SPEC support stafie current OSG Power Support liaison

1 Participate in SPEGwer Committeefollow-on work as they examine options for enhancing the SERT
product and for generating metrs using the SERT.

1 Ensure that the SERT can discover the necessary logical processor and memory information needed to run
the tool. Highly desired, but not required: Test and assist with enhancement of discovery routines to
automate discoveryf muchof the configuration for the new Environment.

Note that, in order to be effective in satisfying these commitments, the Environment Sponsor must be a member
of SPEC and actively participate in the SBPSG Power subcommittébat manages the SERT. As discdsse
Section 1.2, SPEC is a consortium with open membership (within the legal limits SPE@r-profit
incorporation.

Acceptance of some environments may require only a subset of the items listed in this section. For example, the
new environment maybe a new version of an operating system or a new distribution of an existing operating
system or a hardware implementation that is related to one that is already accepted. These may only require a set
of 5 tests for consistency, proof that discovery is king as intended, and one or two other spot checks.
Environment owners must propose a limited acceptance process t&BteCpver Committeeand be prepared to

add tests to the plan if discussion warrants this.

2.12.1. Test

Demonstrate that the SERT functions agexcted and delivers realistic results for a specific configuration. The
target configuration used for other environments has been a-s@oket server with multiple disk drives and a
moderate (32128 GB) amount of memorin case a SERT worktietesnot function as expectedhe environment
sponsorworks with theSERT development team to resolve the issue.

Demonstrate that the SERT scales as expected by running

On 1-socket, 2socket, 4socket, andB-socket configurationgas supported by the environment

On at least 4GB, 8GB, 32GB, 128GB, and 1024@Brobry(as supported by the environment

With a single disk, 2 disks, 4 disked 8disks &s supported by the environment

With processor cores of different frequencies

With memory of different speeds

With storage of different speeds.

With five measurements of the full SERT suite on a single configuration to ensure that at least 4 of them
complete without invalid messages for coefficient of variation (CV) or throughput targets, and thet-run
run variation also meets CV requirements.

1 If the environment is expected to participate in multbde measurements, it is highly recommended that
a set of measurements be made in a multide environment, to ensure that measurements complete
correctly and thatrossnode CVs are satisfactory.

=A =8 =4 -4 -4 -4 -

It is not required to measure every possible combination in the above list, but rather to cover the list in some
combination. The following table is an example of a possible test matrix.

Environment owner/sponsors should be prepared to share the results of these tests on 8/fieEential
basis with the members of the SPEC OSGw& subcommittee. Results may be shared using actual
performance values, or may be normalized itelative vales that are consistent across the scope of
measurements submitted for the acceptance proposal of the environntdatvever, other data may need to
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be s
testing

hared as a

part of t

he

owner/ sponsor

S ongoing

System A-1 socket
2.5 GHz

System B-2 sockets
2.5 GHz

System G-4 sockets
3.5 GHz

System DB-8 sockets
2.2 GHz

Full SERT | Measure on 4 GB and| Measure five times on| Measure on 32 GB an({ Measure on 128 GB
Suite 8 GB memory with ong 128 GB memory with 4 1024 GB memory with| memory with one
storage device storage devices one storage device storage device

Memory Repeat full suitavith
tests 128 GB memory at

different speed than

prior runs
Storage Measure storage Measure storage
tests workload on one workload with 2 HDDs

configuraion with 1, and 2 SSDs

2, 4, 8 similar disks
Processor Repeat Full Suite with
Speeds processor down

clocked to 2.5 GHz

Second Repeat suite with 8 GE Measure five times on| Repeat Full Suite at
JVM of memory and one 128GB memory with 4 one of the prior

storage device

storage devices

processor speeds

Measurements in this matrix should be done using the tuning parameters identified for the environment. In
particular, the 5 repeated measures require the use oflfimaing parameters. Note that the above matrix is
an example and is not the only allowable arrangement of tests.

2.12.2. Tuning Parameters

f
f

comparable with other environments supported by the SERT.

f
f

2.12.3.

Documentation

Ensure that affinity tuning within SERT is operapraperlyfor the target environment.
Identify Java tuning parametermeeded to obtain consistent measurement information that is

Identify requirements for setting huge pages for the environment, if appropriate
Identify requirements for deactivating write cache &iorage devices

1 Review existing documents, particularly this Design Document, the Users Guide and the Run and
Reporting Rules
1 Propose changes needed for each to accommodate the new environment

Ongoing Testing

1 As minor changes are made to tBERT, primarily as a result of problem fixes, but perhaps with additional
function, conduct a subset of the initial testing to ensure that the target environment has not been
impacted.

1 For significant changes to the SERT, such as the addition of nevetspriketric changes and alterations
to the key functions of existing worklets, more extensive testing is required. This is particularly true if the
changes make the operation of the SERT more restrictive in some way than prior versions.
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2.12.5. Technical Support

1 Participate in the overall SERT technical support proc@sste will be questions that require the
technical expertise of the SERT development teamthadfvironmentSponsor

2.12.6. Future Enhancements

1 Work with the development team to enhance the SERT ttude better discovery of the configuration
tested in the target environment.

1 Participate in the decisiemaking process regarding other possible enhancements, such as new worklets
or modifications to existing worklets.

1 Participate in the process for deogiment and recommendation of future metrics associated with SERT
based measurements

1 Test prospective changes to the SERT in the target environment to ensure that they function and perform
as expected.

2.12.7. Discovery

1 Except for those components necessary to rthre tool (logical processors, memory capacity),
configurationdiscovery is not required to be complete, but can greatly enhance the ability to properly
document a test result using the SERT.

1 Work with the SERT development team to test and enhance discomgtipes for the new environment.

2.13. Incremental Changes to Accepted Environments

In general, update enhancements to environments that already supported by an environment sponsor and
accepted by the SPEGSGPower committee are accepted with the existing aaweters as specified by the
environment sponsor. For example, an update to a processor offering that increases frequency or the number of
cores per socket, but remains in the same named family as previously tested offerings is assumed to be supported
usingthe same JVM and other tuning parameters as were previously specHigdlarly, update revisions to a

JVM, operating system, or firmware are assumed to be accepted when the run parameters of the overall
environment are not changed.

If update enhancements to any of the environment components cause the environment sponsor to alter the JVM
and other tuning parameters from those previously specified, the updated environment becomes a new
environment that requires at least some testingdarelated support commitments, as defined in Clagsg2

2.13.1. Acceptance of Unannounceroducts

Testing for unannounced processors, JVMs, or versions of software enaefented on a SPEIONfidential basis

to the OSG Power committee to facilitate rapid deployment of results from the SERT when the product is
announced. All requirements documented in Cla2sg2 still hold. An official acceptance statement will not be
made until the product announcement becomes public.

2.13.2. Acceptance for Different Revisions of the SERT

Acceptance of an environment and associated environmental parameters for one revision of the SERT does not
guarantee acceptance for either future or prior revisioAslditional testing for each revision may be required, as
discussed in Clausz12.4 The level of testing required will be determined by the SPEC OSG Power committee,
depending on the nature of the changes in the revision.
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3. TheSERT Architecture

3.1. Envionment Overview

The SERT composed of multiplesoftware componentsand shares design philosophies and elements from
SPECpower_ssj2008 in its overall architecture.

For the most basic SERT measurement setup the following is required:

1 System under &st(HW) —the actual system for which the measurements are being takée. controller
and SUT are connected to each otheraiBCP/IRRonnection.

1 Controller HW, e.g. server, PC, laptop)the system to which the power and temperature sensor are
connected. Multi-Controller environments are naupported

1 Power analyzer(HW)—- connected to the @ntroller and used to measure the power consumption of the
SUT.Multiple Power Analyzer environments are supported.

1 Temperature sensofHW)— connected to the @ntroller and used to measure the ambient temperature
where the SUT is located.

i The SPEC PTDaemon (S\V€bnnects to the power analyzer and temperature sensor and gathers their
readings while the suite of workloads executes. All instances of the PTDaemom{aatbe the same
version) must run on the Controller, each listening on a different port.

1 The Reporter (SW)summarizes the environmental, powemnd performance data after a run is complete
and compiles it into an easy to read format.

1 The GUI (SWHeass configuring and executing the SERT suite.

Controller System Under Tes|

SPEQTDaemorIn

Reporter Workload [

SPE@TDaemorb GUI Memog Worklet A Storage

c— [
— Worklet B >

— ]
Temperature Senspr

Worklet C

1Power Analyzerf==========- n-- PSU
1 N\ /l

-1 PSU CPU CPU

Figure 1: SERT System Diagram

Chauffeur (SERfest harnes$ handles the logistical side of measuring and recording power dhiiagawith
controllingthe software installed on th&&UTand @ntroller. It isresponsiblefor the initialization of the following

JVMs:

1
1
f

The Client JVM executesthe workload.
The Host JVM starts all Client JVMs on one SUT.
The Orector —instructs theHost JVMo start the workload.

Thebasic system arviewin Figure2: SERT Componerghowsthesecomponents in relationship to each other.

12 January 2016 150f52 Copyright © 19882016SPEC



Server Efficiency Rating AidSERTF)Design Document

Controller System under Test
runpower.bat/.sh serthost.bat/.sh
| SPEC PTDaemon | | Host JVM |
runtemp.bat/.sh
| SPEC PTDaemon f«———
director.bat/.sh config-all.xml |, |
Client JVM 1
Director < _ﬁ ‘
VM > Client JVM 2 |
.
Reports Lﬁ Client JVM N |

Figure 2: SERT Components

3.2.SERT Suite
TheSERBuiteis composed o$everallogicalelementsincluding

1 User
0 A Useris a representation of an external agent that can initiate work (e.g. a human.being)
o Each User may maintain identifying information (e.g. each User represents a Warehouse)
o Each User may maintain temporary state information that persists from toaesaction to
another.
1 Transaction
0 A Transaction receives a User and transaesipecific Input as parameters
0 It produces some result
0 Some transactions may be able to verify their resaitshis could be used for a small portion of
transactions for auding purposes
1 Worklet(Compress, CryptoAES, LU, SHA256, SOR, SORT, XMLValidate, Flood, Capadity, SSJ, Idle
o A worklet defines a set of transactions that can be executed by a particular type of User

1 Scenario
0 A Scenario is a group of one or more Transastiwhich are executed in sequence by a particular
User.

o When a worklet is running a load level, each scenario is scheduled to being execution at a specific
time. If that time is in the future, the User will execute no transactions until the scheduled time
arrives.

o Each transaction in a scenario is submitted to a-Wite thread pool for execution.

1 Interval

o Each Interval includes praeasurement, recording, and pesteasurement periods.

0 Transactions are executed throughout the entire interval, but resulésanly recorded during
the recording period.

o Power consumption is recorded only during the recording period.

1 Sequence

0 A Sequence of related intervals.

0 The intervals in a sequence may be executed identically (e.g. during calibration)

0 The intervals in a spience may execute at different load levels (e.g. 100%, 80%, 60%, 40%, and
20% of the calibrated throughput)
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o0 The intervals in a sequence may run with different configuration parameters (e.g. C2pssiity
a data store size of 4GB, 8GB, etc.)
1 Phase
0 A phase of executiomvarmup, calibration, or measurement
o Each phase consists of a sequence of intervals
o Chauffeur supports multiple sequences in the measurement phase, but SERT always runs a single
sequence in each phase
1 Workload(CPU, Memory, Storage, Hydy Idle
o A workload is a group of worklets designed to stress some aspect of the SUT
o0 The worklets in each workload run one at a time in a defined order

3.3. Workload

The design goal for the SERT suite is to include all major aspects of server architecture, thus avoiding any
preference for specific architectural features which might make a server look good under one workload and show
disadvantages with another workloa@he SERT workload will take advantage of different server capabilities by
using various load patterns, which are intended to stress all major components of a server uniformly.

The existing SPEC benchmarks are mainly based on tailored versions of ddahpgications representing a
typical workload for one application area or a synthetic workload derived from the analysis of existing server
implementations. These benchmarks are suitable to evaluate differentiseis of the overall server performance

or efficiency if power measurements are included. They are not designed to give a representative assessment of
the overall sever performance or efficiency.

It is highly unlikely that a single workload can be designed which achieves the goals outlined espaaally

given the time constraints of the schedule targeted for the anticipated regulatory program. Therdfer8ERT
workload will consist of several different workletach stressing specific capabilities of a server. This approach
furthermore sipports generating individual efficiency scores for the server components besides the overall system
score.

3.4. Worklet ExecutionPhases

The SERT test suite consists of several wadd which are designed to stress the various components of the
system under tet (SUT): CPU, memory, and storage. Each workload includes one or more worklets which execute
specific code sequences to focus on one of these system components. The overall design structure of the SERT is
shown inFigure3: SERT Suite Components

LI LT LT

worklet ! worklet

worklet
<

1 1
1 1
worklet : :
<> <>

!

workload workload

suite

Figure 3: SERT Suite Components

Worklets are run one at a time. Most worklets consist of a wapmphase, a calibration phase, and a
measuement phase; some worklets do not include wauam or calibration. Each of these phases consists of a
sequence of one or more intervals. Each interval includes anga@&surement, recording, and pesteasurement
period. Score calculations are based oa ttumber of transactions and the power consumed during the recording
period only. All of the worklets other than Fldddse fixed time periods for the prmeasurement, recording, and
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postmeasurement periods. The Fldddvorklet runs a fixed number of itations for each period. The pre
measurement period allows the worklet to reach steady state before recording begins. Thangrepost
measurement periods also ensure that in mualient and multihost runs, all clients are executing transactions
concurently during the recording period, even if there are slight discrepancies in the time that the recording

period begins and ends. Intervals are separated by short delays to summarize results and allow new power
analyzer ranges to take effect.

Most worklets (with the exception of the memory and idle worklets) run as showFRigare 4: Graduated
Measurement ExecutianEach of these worklets begins with armieup phase which runs transactions for a short
period of time to allow the worklet execution to stabilize. Throughput during the wapnmnterval may vary due

to factors such as JIT compilation, memory allocataord garbage collection, and system caches adjusting to the
new load. After warrup, a sequence of calibration intervals is run to identify the maximum rate that transactions
can be executed for this worklet. Two calibration intervals are used, andattimated throughput is the average

for these two intervals. After the calibrated throughput is found, SERT runs a series of intervals where the worklet

is throttled back to run at some percentage of the maximum throughfite series of load levels vasidy
worklet, as defined irgection 8.

W | S|PR|Cal.1|PO] S |PR|Cal. 2| PO] S |PR| 100%| PO} S |PR| 75% | PO] S |PR| 50% | PO SIPR 25% POI
10

30 J10)15| 120 | 15)10¢15| 120 | 15§10]15| 120 | 15J10}15| 120 | 15)10]15| 120 | 15 15| 120 | 15
I \ 1 Imeas. —+ meas.| =, Imeas, 1 |meas.| 1 meas. 1 |meas.| 1«
I T <> [ <> P <> [ <> [ <> [ <> !
1 [N 1o 11 11 1
| : |_ interval y ___interval I 1 interval  y _interval  y . _interval  y ___inteval
I A ~
: (I (| :
11 (I
I sed-y, L no delay sequence 4 L graduated measurement sequence !
r 1
1 1
1 1
v worklet |
W =Warm-up (30 sec) S = Sleep (10 sec)
PR = Pre measurement (15 sec) PO = Post measurement (15 sec)
Cal. N = &ibration Interval N (120 sec) nnn% = Measurement Interval (13€c)
Figure 4. Graduated Measurement Execution
Post = Post measurement (z iterations) (optional)
Pre = Pre measurement (x iterations) (optional)
Pre Measurement Post Measurement = Measement (y iterations)
X iterations yiterations Zziterations Worklet execution time = notxXied, dependingn system capacity
recording

interval

worklet

Figure 5: Fixed Iteration Execution
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4. Power and Temperature Measurements

The SERT provides the ability to automatically gatherasurement data from accepted power analyzers and
temperature sensors and integrate that data into the SERT result. It will be required that the analyzers and sensors
must be supported by the measurement framework, andstbe compliant with the specifit¢ens in this section.

4.1. Environmental Conditions

Power measurements need to be taken in an environment representative of the majority of usage environments.
The intent is to discourage extreme environments that may artificially impact power consumpti@rforrpance
of the server, before and during the SERT run.

The following environmental conditions need to be met:

Ambient temperature lower limit: 20°C
Ambient temperature upper limit: within documented operating specificatiothefSUT
Elevationand Humidity: within documented operating specification thfe SUT

Overtly directing air flow in the vicinity of the measured equipment in a way that would be inconsistent
with normal data center practices is not allowed

= =4 =4 =4

4.2. Temperature Sensor Specifications

Temperaure must be measured no more than 50mm in front of (upwind of) the main airflow inlet of the SUT. To
ensure comparability and repeatability of temperature measurements, SPEC requires the following attributes for
the temperature measurement device used thg theSERT run

1 Logging The sensor must have an interface that allows its measurements to be read BfRBarness. The
reading rate supported by the sensor must be at Idast samples per minute.

1 Accuracy Measurements must be reported by the sensor with an overall accuracy- & 5-Hegrees Celsius
or better for the ranges measured during tB&RTun.

4.3.Power Analyzer Requirements

To ensure comparability and repeatability of power measurementg, following attributes for the power
measurement device are required ftre SERT. Please note that a power analyzer may meet these requirements
when used in some power rangdsut not in others, due to the dynamic nature of power analyzer Accuracy and
Cest Factor. The us agaaging functopomiswepermitedal yzer ' s auto

1 Measurements- The analyzer must report true RMS power (watts) and at least two of the following
measurement units: voltage, amperesd power factor

1 Accuracy Measuremens must be reported by the analyzer with an overall uncertainty of 1% or better for the
ranges measured during the benchmark run. Overall uncertainty means the sum of all specified analyzer
uncertainties for the measurements made during the benchmark run.

1 Calibration - The analyzer must be able to be calibrated by a standard traceable to NIST (U.S.A)
(http://nist.gov) or a counterpart national metrology institute in other countries. The analyzer must have been
calibrated within the past year.

1 Crest Factor The analyzer must provide a current crest factor of a minimum value of Zanatyzers which
do not specify the crest factor, the analyzer must be capable of measuring an amperage spike ofthtdeast
times the maximunamperage measured during aoye-second sample of the benchmark run.

1 Logging- The analyzer must have an interface that allows its measurements to be read by the SPEC
PTDaemon. The reading rate supported by the analyzer must be ableaset of measurerants per second,
where set is defined as watts and at leasb of the following readingsvoltage, amperesand power factor.
The data averaging interval of the analyzer must be eithvex (preferred) ortwo times the reading interval.
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"Data averaging imtrval" is defined as the time period over which all samples captured by thespiggd
sampling electronics of the analyzer are averaged to provide the measurement set.

Examples:

An analyzer with a vendespecified accuracy of +0.5% of reading +/4 digts, used in a test with a maximum
power value of 200W, would have "overall" accuracy of (((0.5%*200W)+0.4W)=1.4W/200W) or 0.7% at 200W.

An analyzer with a wattage range -200W, with a vendospecified accuracy of +0.25% of range +/4 digits,
used in a test with a maximum power value of 200W, would have "overall" accuracy of
(((0.25%*400W)+0.4W)=1.4W/200W) or 0.7% at 200W.

4.4.SPEC PTDaemon

SPE®TDaemon (also known as power/temperature daemon,,BTptd) is used byhe SERT to offload the work

of controlling a power analyzer or temperature sensor during measurement intervals to a system other than the
SUT. It hides the details of different power analyzer interface protocols and behaviors from the SERT software,
presenting a common T@P-based inteéface that can be readily integrated into different benchmark harnesses.

The SERMarness connects to PTDaemon by opening a TCP port and using the simple commands. For larger
configurations, multiple IP/port combinations can be used to control multiplecdsv

PTDaemon can connect to multiple analyzer and sensor types, via protocols and interfaces specific to each device
type. The device type is specified by a parameter passed locally on the command line on initial invocation of the
daemon.

The communicatin protocol between the SUand PTDaemon does not change regardless of device type. This
allowsthe SERT to be developed independently of the device types to be supported.

4.5. Supported and Compliant Devices

The SERWIll utilize SPEC's accepted measurementicks list and SPEC PTDaemon update process. See Devi
List fttp://www.spec.org/power_ssj2008/docs/deviekst.html) for a list of currently supported (by the SPEC
PTDaemon) and cagpliant (in specifications) power analyzers and temperature sensors.

The process to add software support for a power analyzer or temperature sensor to the infrastructure can be
found on the Power Analyzer Acceptance Process padptp:/(www.spec.org/power/docs/SPEC
Power_Analyzer_Acceptance Process).pdf

4.6. Power Analyzer Setup

The power analyzer must be located between the AC Line Voltage Source and the SUT. No otber acti
components are allowed between the AC Line Voltage Source and thé>8War. analyzer configuration settings
that are set by the SPEC PTDaemon must not be manually overridden.

4.6.1. 3-Phase Masurements
A 3-phase analyzemustbe used for hase measurements

4.7.DCLineVoltage

The SPECpowé€bmmittee isin favor of including DC support if new resources from companies whose focus is DC
computing become available to the SPECpo@@anmittee to address the development and support opportunity
Additionaly, directly comparingservers powered by AC against servers powered by DC appobpriate since

the ACDC conversion losses are not included indo®@ered server Therefore, the SPECpowE€ommittee
recommend creating a separate category for fpGwered servers.
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5. Graphical User Interface

A graphical user interface (GUI) is provided faxilitate configuration and setup of test runtg allow reattime
monitoring of test runsand to review the results. The SERT [Badsthe userthrough the steps of configurinipe

SUT and initiating a test sequence. These steps include detecting and customizing the hardware and software
configurations, selecting the test type, adisplayinghe results.

The SERGUI includse several features to enablSERTesting with minimaltraining, thereby enhancinghe

accuracy of resultsSome of the featurefmclude

> > >

Easy Navigation with Tabbed Screens a
In-line usage guidance and help
SUT Configuration Discovery (Detect function) automaticadlgtects configuration information and

Navigati on

populates manyfieldswith SUT and Controller hardware and softwdetails

Navigator Menu

Start

SUT Configuration

SUT Discovery

Test Environment

JVM Configuration

Choose Test Suite

PTDaemon

Launch Test

Results

Help

SUT Discovery

Menu”

and/ or

=10 ]

SUT Info

The following values have been automatically detected and will be copied into the test

Network Address :  10.0.0.101
System Type : Windows
SERT Install Directory : C:ASERT-1.0.2

environment configuration. Deselect the save check box if you would like to skip this
step and leave your test environment configuration as-is.

Save discovered values to test environment configuration

Discover ltem

Result

MicSpeed

0

MicSpeed

1000

MicDescription

Intel(R) 1350 Gigabit Metwork Connection

MicDescription

Intel(R) 1350 Gigabit Network Connection

MNicMetEnabled

0

MNicMetEnabled

]

MicQuantity

1

MicQuantity

]

MemoryDimmDescription

Samsung 8192MB M393B1K70DHO-Unknown 1600MHz

MemoryDimmDescription

Hynix Semiconducto 8192MB HMT31GR7CFR4AUNknown 1600MHz.

MemoryDimmSizeMB

8192

MemoryDimmSizeMB

8192

MemoryDimmQuantity

5

MemoryDimmQuantity

3

DiskController

LS| RAID 5/6 5A35 6G SC3I Disk Device Controller

DiskController

DiskConfroller |

LS| RAID 5/6 5A35 6G SC3I Disk Device Controller
SIRAID 5/6 SAS GG SCSLDisk Device C

4]

Back Next

Exit

G ight 1983-2013 Standard Fe

Evalustion Corporation [SPEC). All ightz rezened.

A The GUI displaytest environment informatiopallowing the modification and saving of updated fields
A For use in reports: e.¢/endorinformation, Platform Configration, RunTime parameters, etc.
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A Test Run information files can be std for subsequent reuse, thusavirg time when testing
multiple identical platforms. For running on multiple platforms that are similar to each other, the
saved information for one platform can be loaded and quickly modified for the other platform.

A The GUI allowsetting up the PTDaemaBonfiguration, and testing ohe connection to a Power Analyzer
or Temperature Sensor (as shown on the tabs in the screenshot below)

A Support for all PTDaemon supported Power Analyzers and Temperature Sensors
A Access to all PTDaemon debugging and configuration options

A Establish and tésa connection wittPTDaemon supported devices

A Progress, warningand errors are displayed in Launch Test panel output

PTDaemon Configuration

=1ol]

Navigator Menu

l/ Power Analyzer rTemperature Sensor |

Start

SUT Configuration

SUT Discovery

Test Environment

JVM Configuration Interface
® Serial ) GPIB 2 USB 0 Etherne
Choose Test Suite Interface Address: [com |
Calibration

PTDaemon

Launch Test

Logging
Results [] save log output to a file |0ut.|0g |
[] save debug output to a file |debug.log |
Help o
Debug log verbosity. (0=0ff, 1=minimum, 9=maximum)
01 2 3 4 5 7 8
Not Started ‘ Test Connection ‘
Add ‘ Remove ‘
Click NEXT to continue when configuration is complete.
o Back Next Exit
Copyright 1985-2013 Standsrd Ferformance Evalustion Comporation (SPEC). All rights resenved.

Device Enabled
Listening Port:

Measurement Device

8888 |

| Dummy Power(testing only)

UNSUPPORTED DEVICE - Results will be marked invalid.

Analyzer Channel Number:

[_] Specify calibration date

Date of last calibration (yyyy-mm-dd):

2010-01-01

A The GUI provides the capability to set up the Test Suite and Configuration

A Selecsentire test suite for an official test run
A Selective execution of a subset of workloads and workitsa quick validation of test setup or
experimentation
A Configurs JVM options and number of clients
A Sesup one or multiple storage path(s) pointing to the physical storage device(s)
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i

Choose Test Suite
Navigator Menu

Select all tests or enable the tests you would like to run. Configuration file in use is

config-all.xml
Start
Select/Deselect All Minimum Test Run Time Estimate: 4 hours 18 minutes 20 seconds
SUT Configuration LETTE S5 ED
CPU Il
v L
SUT Discovery Compress T
CryptoAES —
Lu v
Test Environment
SOR
¥MLvalidate
JVM Configuration |
Dot Lzl
Current client configuration 1Dz Intel_Win_HS317_1
Choose Test Suite [CPU | Memory |  Storage | Hybrid | Idie
Option-Set Configuration: H7
PTDaemon
Number of Clients: logicalCores
Launch Test JVM Options
- +UseParallel0ldGC Il
Results -KH+AggressiveOpts =
-0C+UselargePages ~|
Help Storage Path Setup: [] Write cache disabled for all disk drives?
Path
[specify pathname of storage test device here]

Delete Storage Path Add Storage Path
Click NEXT to continue after choosing a Test Suite.
o Back Next Exit
Copyright 1985-2012 Per = Evaluation Corporstion [SPEC). All rights resenved.

A Displays thefest Execution and Progress
Validates storage path parameters and storage device space remaining
Start measurements
Displag progress, warningand errors
PTDaemon messages displayed in separate tabs for clarity
A Displag Results andprovidesaccess to the final report
A Save, Viewand Recall archived reports

> > > >
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6. Metric/Score, Reporting, Logging

6.1. Metric/Score

While the SERT is not intended to be a benchmark, nevertheless as a ratingt toalst produce a metric or
scorgs)indicative of the efficiency of thEBUT

Since different architectures perform differently on different workloatlee SERTs composed of several dis@e
worklets to further ensure architecture neutrality. Each worklet will produce a measure reprasgnhe
performanceand power consumptiomachieved by the SUT

In order to get performance values in the same order of magnitude from all worklets the individual worklet
performance scorewill be normalized relative to an arbitrarily selected baseliméhe 1.0.0 release of the SERT
No summation of metrics across multiple worklets is planned. Please see sgdtib(Scoring and Metric)

Here isthe description of theeference platform used to define the baseline for result normalization

1-socket tower server

1x Intel Celeron CPU G1101 @ 2.26GHz

4 x 2GB PC310600E DIMMs

T 1 x SATA 80GB 7200rpm 3.5” HDD connected to an onbo

=A =4 =4

The baselineresultshave beerderived from 6 SERT runs on trégerenceplatform:

1 3 runsunder RRdHatEnterpriselinux6.2(2.6.32220.el6.x86_64) plus
Oracle Java(TM) SE Runtime Environment (build 1.7-610y

9 3 runs under Microsoft Windows Server 20R8 Enterpris€6.1.7600 (64it)) plus
Oracle Java(TM) SE Runtime Environment (build 1.7-610y

The reference score for each workletlefined as the average worklet performance score over all 6 SERT runs on
the configurations described above.

Thereault that is produced bythe SERT is separate from the ratiofythe different energy efficiencyegulatory
programs The SUT mighde placed in different categoriax the energy efficiencyegulatory programs

6.2. Reporting and Output Files
TheSERT produsenultiple reports, and includes code that will ensutiee authenticity of the reports.

6.2.1. Report Formats

In order to reduce the efforbf displaying andir storing the desired informationhie primary report is generated

in the XML format. This report contairadl the information regarding the SERT run including all hardware and
software configuration of the Controller, the SUahd the SERT workloads.includes all pertinent information
about the worklets like JVM affinity, optionand other launch settingsalong with the resulting performance,
power and efficiency results.

In addition, multiple human readable versions of the report atseo generated, two HTML and twdain text.
These reports are designed to be viewed on a screen mitimum width of 128 pixels and contain a subset of
data that is derived from the primary XML report. The names and brief descriptions of the reports are given below:

1. The first HT MtEesultséatmldo r t conaameds “ al | pertinent hardwa
about the test environment, including the SUT, and the resulting aggregate performance, power
consumed, and efficiency score achieved by the different worklets.

2. The text r eegsuistt’, cnoanmead n“s t he same i nfor matyiton as t
is in a plain text format.
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3. The third report i s i n HTMdltsdetails.himalt

asd wedht aiamsd

information present in the results.html file above, along with detailed breakdown of the performance and
power at each lod level for all the worklets. In addition, for each worklet, the #time parameters like

number of CPUs, threadand command line options are also captured.

The fourth report i's i n Trdlts-tletaitsmmé t
information present in the results.txt file above, along with detailed breakdown
power at each load level for all the worklets. In addition, for each worklet, thet
number of CPUs, threads, and command bpédons are also captured.

4,

6.2.2. Sample HTMIReportOutput
Aparti al [

mage of a sample “results. htm

aas woethd ai as
of the performance and
ima parameters like
brt'generatgdaiging i s

version 1.0.0of the SERT (Data shown in this screen shot is frerarbitrary systemand meantas an example

only).

The default parameters in thiest-environment.xml file are defined with values that are int

entionally incorrect. To

highlight this, default text parameters are defined with a leading underscore. The reporter recognizesdhi
highlights these fields with a yellow background, except for the system name in the headline gérikeal

information table This highlighting is not possible for numeric parameters.

SERT™ Report
Copyright @ 2007-2013 Standard Performance Evaluation Corporation (SPEC). All rights reserved.

one product over another.

The SERT license agreement prohibits the use of numerical information from this report to make public comparisons promoting the use of

_SPEC _System EM&5

Randon 1

o 25 &80 75 100 125 150 175 200 a 1

Test Sponsor | _SPEC Company Software Availability | Jan-2008
Tested By | _SPEC Company Hardware/Firmware Availability | Jan-2008
SPEC License# | 0 System Source | Single Supplier
TestLocation | Warrenton, VA, USA Test Date | Jan 14, 2013
Summary
Watts Mormalized Performance Efficiency Score
0 25 S50 75 100 125 150 175 200 2200 05 10 15 20 25 30 35 40 4500 25 50 TS5 100 125 150 175 200
Compress | e Power [ * & A
CryptolEs | *—t——t—=e A———————————h
LU ——+—=» . L] A——+—+—A
S0R | -t —+—+—=» h———+————+—&
¥MLvalidate ——1—8 L * A——————&
Sort ———e L * hA————A
SHAZ5E 1 —tr—+=e —+——+——=» A——+—+—&
E‘I 25 &0 7§ 100 125 150 176 200 2250 & 10 15 20 25 30 o 25 &0 75 100 125 150
Flood | Ile Fower L] — @ A—A
Capacity - “—+——e A
6 25 50 75 100 12500 05 10 15 20 25 30 35 40 0O 5 10 15 20 25 30 35
Sequential - le Grugr _— A&
o — = A—A

557 | Fla Powgg .

|oWans @ rormalized Performance & Efficiency Score|

Thesummaryresults chart graphically displays the power, parftance and efficiency scores for the different

worklets. Each worklet is presented on a separate row beginning with the worklet name
printed with distinctbackground colors for the different workloads

The summary result chart éSvided in three sections.

on the left. The lines are
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T Watts
The leftmost section displays the range of measured power consumption for all load levels. The Watts
values are given on vertical scales at the top of each workload section.
The power range is represented by a blue line with a dot at the left for minimum power corresponding to
the lowest load level and a dot at the right for maximum power corresponding to the highest load level.
The intermediate load levels, if defined, argresented by small vertical bars. The vertical blue line
aaoss all worklets within each workload, named "Idle Power" represents the power consumption of the
idle worklet. It does not correspond to any load.

1 Normalized Performance
The middle section disays the range of normalized performance values for all load levels. The
normalized performance values are given on vertical scales at the top of each workload section.
These values are calculated separately for each load level by taking the intereahpmrte score and
dividing it by the corresponding reference score for that worklet. The reference score for each worklet
was determinedas described above (seection6.1Metric/Scors.
The performance range is represented by a red line with a dot ateftvéor minimum performance
corresponding to the lowest load level and a dot at the right for maximum performance corresponding to
the highest load level. The intermediate load levels, if defined, are represented by small vertical bars.

91 Efficiency Score
The rightmost section displays the range of efficiency scores for all load levels. The efficiency scores are
given on vertical scales at the top of each workload section.
The efficiency scores are calculated separately for each load level by dividingrthalizedperformance
for that interval by the averagwatts for that interval. Note that théotal efficiency score for a worklet is
NOTthe average of the efficiency scores for each interval.
The efficiency score range is represented by a green litteantriangle at the left for minimum efficiency
typically corresponding to the lowest load level and a triangle at the right for maximum efficiency typically
corresponding to the highest load level. The intermediate load levels, if defined, are repredgnsenall
vertical bars.

6.2.3. Sample TXReportOutput

Parti al data from a sampl e resul ts. t xtofitgenemeadusihg i s
version 1.0.0of the SERTD@ta shown in this screen shot is from an arbitrary system agsdntnas an example

only).
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SERT (TM) Report
copyright (€) 2007-2013 standard performance Evaluation Corporation (SPEC).
A1l rights reserved.
The SERT license agreement prohibits the use of numerical information from this
report to make public comparisons promoting the use of one product over
another.

_SPEC _SYSTEM EM63

Test sponsor | _SPEC Company | software availability | 1an-2008
Tested By | _SPEC Company | Hardware/Firmware Availability | Jan-2008
SPEC License # | _0 | system source | _single supplier
Test Location | _warrenton, VA, USA | Test Date | Jan 14, 2013
Summary
workload | worklet | Normalized | watts | watts | sum of | sum of | Efficiency
i i Peak i at i at | Normalized | Power | score
I | performance | Lowest | Highest | pPerformance | (watts) |
i i I Load I Load | | i
I I I revel | Level | | I
| | | | | | |
cPu | compress | 4,571 | 149.6 | 216.0 | 11.443 | 716.5 | 15.971
I CryptoAESs | 3.974 | 149.4 | 211.2 | 9.939 | 711.6 | 13.967
I Ly | 3.861 | 150.2 | 218.9 | 9.648 | 726.5 | 13.279
| SOR | 3.807 | 146.0 | 191.5 | 9.520 | 667.4 | 14.265
| xmpLvalidate | 4,320 | 150.1 | 211.6 | 10.842 | 718.2 | 15.087
| sort | 3.852 | 147.8 | 203.4 | 9.645 | 693.0 | 13.9186
I SHAZ56 | 3.798 | 148.4 | 203.6 | 9.510 | 701.3 | 13.561
Memory | Flood | 13.948 | 222.0 | 222.5 | 20.969 | 444.5 | 47.173
] Capacity | 30.897 | 207.1 | 210.6 | 211.591 | 1,882.2 | 112.418
storage | sequential | 4.246 | 117.2 | 125.3 | 6.376 | 242.5 | 26.287
] Random | 2.309 | 113.0 | 116.1 | 3.479 | 229.1 | 15.188
Hybrid | 551 | 6.261 | 139.5 | 213.2 | 28.350 | 1,407.7 | 20.139
Idle | Idle | n/a | 107.8 | 107.8 | n/a | 107.8 | n/a

The summary results table shows the power, performance and efficiency scores for the different worklets. The
results for each worklet are presented on a separate romuped togethemer workload.

This table does includtalized performance and power values used to calculate the worklet efficiency score,
shown in the last column.

6.2.4. Score Calculation

The total performance scorésum of Normalized Performancé& calculated by summing up theommalized
performance scores ddll measurement intervals of a worklethe“sum of Power ( Wa t Valsig i$ derived by
addingthe averagewatts readingof all measurement intervalsf this worklet

The efficiency score for each worklet is defined as
1000 *"sum ofNormalized Performare"/ "sum ofPower (Watts)"

Efficiency for the Idle worklet imarked as not applicable (n/a) becauiee performancepart is missing by
definition. Please note that Idle power iOTincluded in the per worklet efficiency score calculation.

Raw perfformace scores (not normalized) for -dedah |warkltéthtandé
files. The details reports include tables with the scores and additional performance and power information for
each interval of all worklet$:zor more infomation about worklet scores see sectiBiWorklet Details

6.3.32-Bit Results

A 32bit resultis clearly marked as such and cannot be compared@é-ait result.
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6.4.Validation / Verification

The SERT software components implement software checks wherever possible to increase information accuracy,
verify user input, monitor rufime data collection, and validate resultsTheintent is to improve accuracy
remedying user errorandto prevent invaliddata beingreported.

When conditions or results do not meet specific criteria, warnagsdisplayed and error messages will appear in
the SERT reports.

Examples of compliance checking are:

Java lass files in the SERT jar files have not been modified in any way

Host and Client JVMuust be64-bit.

There are no failures in thieansactiorsthat are run as part of the SERT execution

Minimum temperature of the SUT must be >= 20 °C

<2% error readingeecorded by thaemperaturesensorfor entire run, at least one sample per interval

Non-editable sections of results.xrfile must not havebeen edited

Configuration fil§ d e f a u | donfiga.xmé )s compliant

Resultanust have leen obtained using eeleasedversion of SERT to be compliant

Thepower analyzeused must be an accepted device per the Rarb@n. Thetest datemust bewithin 1

year of calibration dateThe analyzersused for the test must be the same as described ia tbst

environment.xml file

1 <=1% error readings for Power, <=2% for Volt, Ampere, and PF, measured only during recording period

1 For each measurement interval on each analyzer, no more than 5% of all samples can have uncertainty
>1%, no more than 1% canugaunknown uncertainty, average uncertainty of all samples <= 1%

1 Thetemperature sensor must be an accepted device per the BWida. The sensorased for the test

must be the same as described in the testvironment.xml file

The results must meet the tget throughput (within +2%4% for 90100%, within +/2% for others)

Throughput variation between clients on a host (less or equal 5%)

Throughput variation between hosts (less or equal 5%)

=4 =8 =4 -4 -4 -4 -8 -8 -9

=A =4 =4

All the SERT software components will perform validation chegitin the domain of their functions, e.g.
warnings of connection problems, log measurement errors andoduainge conditions, warning the user of
missing or incomplete information artd check the validity of some entered data.

6.5.Logging

If there are anyerrors or warnings generated while SERT is running, they are saved in the log files. Depending on
where the error/warning occurs, the log files are created on the Controller system or the SUT

SERT package includes two scripts, one for Windows basednsyatel another for Linux based systeffke two
script files are below:

- collectlogfiles.bat is intended to be executed on a Microsoft Windows Operating System.
- collectlogdfiles.sh is intended to be executed on a Linux or AIX system.

These scripts colledll the log files on the respective system and create a ZIP or tar.gz file respectively in the
SERTIlog subdirectory under the main SERT installation directory. The file is name is formatted as:

<hostname>_YYYY - MMDD_HHMM.<zip/tar.gz> (where YYYY is the ye®dM is the month, DD is the day,
and HHMM represents the hours and minutes count.)

The ZIP/tar.gz file can lprovidedto SPEC for analysis and root cause analysis of the issue
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7. Worklet Desgn Guidelines
In order to achieve consistent results from albrklets and a broad coverage of technologies the follgwin
guidelines have been observed:

1 Each werklet is adjustable to different performance levels, in particular to some predefined levels
between 100% (maximum load) and 0% (idle).

1 Each worklet automatally calibrates load levels based on the maximum performance measured by the
tool, independent of user action.

1 Precompiled binaries of the test programs are used.

1 The worklets scale with the available hardware resources. More resources should resuétpprapriate
increase in the performance score; e.g. more processor/memory/disk capacity or additional
processor/memory/disk modules yield a better result in the performance component of the efficiency
rating.

1 Each worklet is portable code that follows @PEC rules for licensing, reLmsed adaptation.

1 The worklgs areboth architecture and OSagnostic or accommodate different architectures and/or OSes

by using mildly different code paths.
T The work accomplished by eacmpwor&het bsgtclileanby T ¢
“al l i mportant types of wor k.

In order to follow these guidelinesnost worklets use the concept of batches of discrete work, where each batch
constitutes a transaction. The different load levels will be achievedsdheduling the required number of
transactions, after an initial calibration phase that estimates the 100% performance level.

SERT worklets are not designed to explicitly exercise General Purpose Graphics Processing Units (GPGPUSs).

7.1.CPU Worklets
The defiring characteristics of the CPU worklets are:

1 Theworkletr equi res consi stent processor characteristics
processors, cores, enabled threads, etc.

At the 100% load levgthe performance bottleneck is the processubsystem.

Thew o r k Ipexformasce should increase with more processor resources, including the number of
processors, the number of cores, possibly the number of logical processors, increased frequency, larger
available cache, lower latencgnd fasterinterconnect between CPU sockets.

f
f

A more detailed discussion of these worklets follows in the next chapter; generally the group includes code
patterns used in compression, cryptography, numerical processing, sorting, and the processing of HTML.

7.2.Memory Worklets
The defining characteristics of the memory worklets are:

1 Theworkletc ont ains consi stent memory access céizzgandct eri st
number of memory DIMMs.
At the 100% load levgthe performance bottleneck is the memory subsystem.
The workles performance should measure a higher (better) performance score with improved memory
characteristics (e.g. higher bandwidth, lower latency, total memory size), and
1 The worklets as a groughould reflect a combination of random and sequential reads and writes, and

small and large memory accesses.

1
1

As discussed in more detail below, the worklets in this category consist of a memory throughput workload, and a
memory capacity workload.
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7.3.10 Worklgs

Disk and Network IO components are a key part of any-walhded picture of system performance and power.
Worklets in this category are intended to reflect the performance and power ugshgedernstorage subsystems
with higher performance, larger capity, and extensive reliability and availability features.

SPEC recognizes that some of the items in the next two sections may not be reasonable or practical to test or
measure in a meaningful way . In thoseceadMosdither "use
compensate for the extra power draw associated with extra functionality is recommended.

The measurements of power and performance of either optional-iadstorage controller cards or servbtade
enclosure storage are not in the scopetiof SERT.

7.3.1. Network 10 Worklets

No Network 10 worklet will be included in the first release of the SHERTead a Network 10 Configuration
Power/Performance Modifier has to be established.

The main reasons for this decision are:

1 The cost of testing all reanable external test system configurations
1 Initial measurements show that there are no significant differences in power utilization between 100%
and 0% network wutilization for today’'s technology

7.3.2. Storage 10 Worklets
The SERT does include Storage 10 Wistlkiehose key characteristics are:

1 The workkts reflectc onsi st ent | O characteristics per simulat
number d disks or the installed memory.

1 The workkts consisbf a combination of random and sequential accesses, raadswrites, and small and

large 10s.

At the 100% load levgthe performance bottleneck is the storage subsystem

The workles shouldscorea higher (better) performanceesultfor higher bandwidth and lower latency.

The worklets are limited to testing diividual internal storage devices only. RAID arrays and external

storage devices are not supported.

= =4 =4

7.4.Hybrid Worklets
The key characteristics of a Hybrid worklet are:

1 The workkt reflects a combination of a wide variety of pr@ser and memorntensivetasks.

1 Atthe 100% load levethe performance bottleneck is due to multiple subsystem

1 The combined worklets should measure a higher (better) performance score for improved processor and
memory characteristics.

7.5.1dle Worklet

During idle measurements, tf@UT must be in a state in which it is capable of completing workload transactions.
Therefore the idle worklet is treated in a manner consistent with all other worklets, with the exception that no
transactions occur during the measurement interval.
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8. Worklet Details

The following tabldiststhe current workles andtheir load leveldor each of the workloads

Workload Load Level Worklet Name
Compress
CryptoAES
LU
CPU 100%, 75%, 50%, 25% SHA256
SOR
SORT
XML\4lidate
Flood: Full Half Flood?
Memory Capacity: 4GB, 8GB, 16GB, 128GB, 256GB, 512GB, 1
Capacitp
(see details in sectior&8and8.9)
Random
Storage 100%, 50%
Sequential
Hybrid 100%, 87.5%, 75%2.5%, 50%, 37.5%,25%, 12.5% | SSJ
Idle idle Idle

Note: Several ofthe worklets utiliz a method named input data caching (IDC) which is described in S8c%ion
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8.1. CPU Worklet: Compress

8.1.1. General Description

The Compress workload implements a transaction that compresses and decompresses data using a modified
LempelzivWelchmethod (LZW). Essentially finds common substrings and replaces them with a variable size
code. This is both deterministic and done on the fly. Thus, the decompression procedure needs no input table, but
tracks the way the table was built. The algorithm is based on "A Taehrfior High Performance Data
Compression", Terry A. Welch, IEEE ComputerlVpNao 6 (June 1984), pp-89.

8.1.2. Sequence Execution Methods
Graduated Measurement Sequence

8.1.3. Metric
Transactions Per Second

8.1.4. Required Initialization

A constant size byte array generated on the fly before for each transaction execution. The contents of the byte
array are randomly generated.

8.1.5. Configuration Parameters

size Size of the input byte array for each transactstecution.

enable -idc Enables/disables memory scaling usimgut data caching (IDC). Mu
be set to false.

iterations Number of executions per transaction

debug - level Value governs the volume of debug messages printed du
execution.

input - generate - iterations Number of random byte array assignmetgrations

8.1.6. Transaction Code

StartT iterations =1

[ N
Genbefate random Calculate CRC Compress data
yte array
k l J
Generate iterations =1 ——  Uncompress data
- J
return

Uncompressed data
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8.2.CPU Worklet: CryptoAES

8.2.1. General Description

The CryptoAES workload implements a transaction that encrypts and decrypts data using the AES (or DES) block
cipher algorithms. Which algorithm is a configurable parameter, batdirrent candidate version uses AES with

CBC and no PKCS5 padding. Encryption and decryption are done using the Java Cryptographic Extension (JCE)
framework, and the Cipher clasa particular.

8.2.2. Sequence Execution Methods
Graduated Measurement Sequence

8.2.3. Metric
Transactions Per Second

8.2.4. Required Initialization

A constant size byte array is generated on the fly before for each transaction execution. The contents of the byte
array are randomly generated.

8.2.5. Configuration Parameters

size Size of the input byte aay for each transactioexecution

key - generator Key generator algorithm (AES or DESede)

key - size Key size. (128 for AES, 168 for DES)

algorithm Encryption algorithm. (E.g., AES/CBC/NoPadding, @ AES/CBC/PKCS5
DESede/CBC/NoPaddii2f S/CBC/PKCS5Padding)

Level Number of times to perform the encryption

enable -idc Enables/disables memory scaling using input data caching (IDC). Must be set tg

iterations Number of executions per transaction

debug - level Value governs the volumaf debug messages printed during execution.

input - generate - Number of random byte array assignment iterations

iterations

8.2.6. Transaction Code

start T mlteratlons =1

Generate random
byte array

Q wReturn

Decrypted|data

Encrypt data Decrypt data

Generate iterations =1
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8.3.CPWWorklet: LU

8.3.1. General Description

The LU workload implements a transaction that computes thefddtbrization of a dense matrix using partial
pivoting. It exercises linear algebra kernels (BLAS) and dense matrix operations. The algorithm islthekinght
version of LU with rank updates. (Adapted from thISTdeveloped Scildrk benchmark

8.3.2. Seqience Execution Methods
Graduated Measurement Sequence

8.3.3. Metric
Transactions Per Second

8.3.4. Required Initialization

A constant size matrix of floating point numbers is generated on the fly before for each transaction execution. The
contents of the matrix are radomly generated.

8.3.5. Configuration Parameters

matrix - dimen Dimension of the input floating point matrix for each transaction execution (NxN)
enable -idc Enables/disables memory scaling using input data caching (IDC). Must be set to
iterations Numberof executions per transaction

debug - level Value governs the volume of debug messages printed during execution.

input_ - generate - Number of random matrix assignment iterations

iterations

8.3.6. Transaction Code

start T O iterations =1

Generate random
floating point array Factor
(NXN)

return
Input matrix

Generate iterations =1
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8.4. CPUWorklet: SHA256

8.4.1. General Description

Hashing and encryption/decryption are two pillars of modern computer security. TheS&¥orkload utilizes
standard Java functions to perform SHB6 transformations on a byte array. This byte array is perturbed by one
byte for each transaction.

8.4.2. Sequerte Execution Methods
Graduated Measurement Sequence

8.4.3. Metric
Transactions Per Second

8.4.4. Required Initialization
None

8.4.5. Configuration Parameters

Debug- level Detailed diagnostic information can be enatbldarough the debug parameter. Valid valu
are 0 = no additional debug information (defaut),= debug information turned on

8.4.6. Transaction Code

Create - ;
Allocate byte array Initialize fHasheMe with
fRandomNumberGenerator,
fDigestSha256 H fHashMe H random bytes
Transaction
start
Insert random byte into
fDigestShaZSEg ?%;est( fHashMe ) random location
’ (perturb) of fHashme

return
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8.5. CPUWorklet: SOR

8.5.1. General Description

The Jacobi Successive Orglaxation (SOR) workload implemengstransaction that exercises typical access
patterns in finite difference applications, for example, solving Laplace's equation in 2D with Drichlet boundary
conditions. The algorithnexercisedasic "grid averaging" memory patterns, where eddhj) is asigned an
average weighting of its four nearest neighbors. Some kapiiinizing is done by aliasing the rows®@f][] to
streamline the array accesses in the update expression. taddmm the NISTeveloped Scidrk benchmark

8.5.2. Sequence Execution Metlis
Graduated Measurement Sequence

8.5.3. Metric
Transactions Per Second

8.5.4. Required Initialization

A constant size grid of floating point numbers is generated on the fly before for each transaction execution. The
contents of the grid are randomly generated.

8.5.5. Configuration Parameters

grid -dimen Dimension of the input floating point grid for each transaction execution (NxN)
enable -idc Enables/disables memory scaling using input data caching (IDC). Must be set to f
iterations Number of executions pdransaction

debug - level Value governs the volume of debug messages printed during execution.

input_ - generate - | Number of random grid assignment iterations

iterations

8.5.6. Transaction Code

start T O iterations =1

Generate random
floating point array Execute
(NxN)

return
Input grid

Generate iterations =1
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8.6. CPUWorklet: SOR

8.6.1. General Description

Sorting is one of the mostommon and important oprations in computing. The SORdrklet sorts a randomized
64-bit integer array during each transaction.

8.6.2. Sequence Execution Methods
Graduated Measurement Sequence

8.6.3. Metric
Transactions Per Second

8.6.4. Required Initialization
None

8.6.5. Configurdion Parameters

Debug- level Detailed diagnostic information can be enatléhrough the debug parameter. Vali
values are 0 = no additional debug information (default)= debug information turnec
on.

8.6.6. Transaction Code

Allocate 64-bit integer array
fSortMe
Initialize fSortMe array
with random integers

Execute
Arrays.sort( fSortMe )

return
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8.7. CPUWorklet: XMLValidate

8.7.1. General Description

The XML validate workload implements a transaction that exercises Java's XML validation package
javax.xml.validation. Using both SAX and DOM APIs, an XML file (.xml) is validated against an XML schemata file
(.xsd). To randomize inpdata, an algorithm is applied that swaps the position of commented regions within the

XML input data.

8.7.2. Sequence Execution Methods
Graduated Measurement Sequence

8.7.3. Metric
Transadbns Rer Second

8.7.4. Required Initialization

At initialization time, both XML and XMichemata files are read in from disk and saved in a buffer for future use.
(There will be no further disk 10 once this is completed.) A randomization algorithm is applied to the original XML
data on the fly before each transaction execution to createiateons in parsing without modifying file size or
complexity.

8.7.5. Configuration Parameters

xml - schema- dir Specifies the directory of the XML schema file

xml - schema- file Specifies the name of the XML schema file

xml - dir Specifies the directory of the XMile

xml - file Specifies the name of the XML file

enable -idc Enables/disables memory scaling using input data caching (IDC). Must be set tq
iterations Number of executions per transaction

debug - level Value governs the volume of debug messagésted during execution.

input - generate - Number of XML file randomization iterations

iterations

8.7.6. Transaction Code

start T iterations =1

Randomize XML data Create byte array input Create SAX and DOM

streams input sources
Generate iterations =1 \ Validate XML using
SAX and DOM

return
XML input
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8.8. Memory Worklet: Flood?

8.8.1. General Description

The Floo@ workload is based upon STREAM, a popular benchmark that measures memory bandwidth across four
common and important array operations. For theng (64-bit) integer arrays used in Floadthe following
amounts of memory are involved per assignment;

1. COPYa(i)=b(i)

-- 8 bytes read + 8 bytes write per assignment = 16 bytes / assignment
2. SCALEa(i)=k*b(i)

-- 8 bytes read + 8 bytes write per assignment = 16 bytes / assignment
3. ADD:a(i)=b(i)+c(i)

-- 16 bytes read + 8 bytes write passignment = 24 bytes / assignment
4. TRIAD:a(i)=b(i)+k*c(i)

-- 16 bytes read + 8 bytes write per assignment = 24 bytes / assignment

The Floo@ score is based upon the aggregate system memory bandwidth calculated from the average of these
four tests multiplied by the amount of physical memory installed in the SUT. WhileZF®bdsed upon STREAM,
it uses no STREAM code and is implemented wholly in Java.

Flood enhances STREAM in a variety of important ways:

1. Flood rewards systems with largaemory configurations by scaling results based upon physical memory
size.

2. Floo is designed to fully exploit the memory bandwidth capabilities of modern ool servers.
Floo® is multithreaded and threads are scheduled to operate concurrently dusengdwidth
measurements ensuring maximum throughput and minimizing result variability.

3. Floo® requires little to no user configuration, yet automatically expands the data set under test to fully
utilize available memory.

Measuring aggregate system memonanawidth on large servers with many cores and multiple memory
controllers is challenging. In particular, rtoyrun variability is often unmanageable with existing memory
bandwidth benchmarks. Flo@dminimizes rurto-run variation by taking three memoiyandwidth tests backo-

back and discarding the first and last tests. This ensures that all threads are running under fully concurrent
conditions during the middle measurement which is used in Rl@odring calculations.

Floo® scores scalevi t h aagggUTe'gsat e memory bandwidth as well as
configuration. CPU, storage and network performance have little to no impact onZdootks.

Since the Floa2lworkload always deploys a fixed nhumber of iterations and the amount of engmnder test will
automatically adjust to fully utilize installed DRAM, run time will vary depending upon system configuration. On a
2.2GHz, 24ore SUT with 24 threads and 48GB of physical memory, Ftakds about 20 minutes to complete.

Run time vaes proportionally with the amount of physical memory installed in the SUT. Run time is also impacted
by the overall thread count.

8.8.2. Sequence Execution Methods
FixedlterationsDirectorSequened-loo is executed for a given set of iterations specifiednritonfig.xml.
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8.8.3. Metric

By default,Hood2 runs the four memory bandwidth tests that are also part of STREAM, but were independently
implemented (i.e. no code was borrowed from STREANBte that several other memory bandwidth tests are
also implementeddr future versions ofFlbbod2, but are not currently utilized (e.g. STREAM2 tests).

Each test returns a score that is based upon the measured raw memory bandwidth scaleddogydneroot of
the amount of physical memory:
score = bandwidthGbs * sgrt( fPhysicalMemorySizelnGB )

Note: In SERT 1.1.0 the Flood worklet was replaced with the Flood2 worklet which used an updated method to
calculate the metric.

These scores are scaled (based upon load level), aggregatédaveraged.The load level is% inFlood Full
and 50% ir-lood Half (which uses data sets reduced down to 50%lobd Ful):

/Imeasurement:
result = Math. abs( RunCopySystem () * fLoadlLevel );
result += Math. abs( RunScale () * fLoadLevel );
result += Math. abs( RunAdd() * fLoadLevel );
result += Math. abs( RunTriad () * fLoadLevel );
result /= 4; //take average
In turn, SERT aggregates these results fdfladd threads.
If desired,Floo® can be made to return raw memory bandwidth by specifying the following run parameter:
<parameter name="  return-bandwidth'>true</parameter>

This can be useful for diagnostic purposes, but the same value can be derived by dividingRtoodalesuts by
the square root ofSUT memory capacity in GB.

Typically,Floo® achieves raw memory bandwidth results around 69086 that of highly tuned, multithreaded
(OMP) C++ STREAM binaries, but usually with much better reproducibilitthermore,Floo® utilizes nearly all
available memory whereas STREAM uses much smaller data sets.

8.8.4. Required Initialization

Floo calculates the amount of memory available to the thread and creates thrdgtGbng) integer arrays, al],

b[], and c[], to completely utilizall available space. These arrays are initialized with random data. To ensure full
load concurrency during bandwidth measurements, a complete set efif@asurement tests is launched prior to

an identical measurement period followed by identical postasurement tests. Only the test results for the
measurement period are utilized for Floddcore generation.

8.8.5. Configuration Parameters

memory- under - The def aullt MBdIl uteuronfs “on automatic ¢

test However, the usercan override this behavior and explicitly define the amount
memory to test per JVM. Valid val ue
“10000000 B”".

iterations Floo internally iterates the number of memory bandwidth tests based upon
value of the iterations parameter. The default is 100.
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debug - level Detailed diagnostic information can be enatiarough the debug parameter. Vali
values are 0 = no additional bieg information (default), 1 = debug informatig
turned on, 2 = detailed debug information.
return - bandwi dth | The raw, aggregate system memory bandwidth calculated by Bload be obtained
by setting the parameter retumdb andwi dt h t o *“ tFloadenll refurn

measured memory bandwidth instead of
8.8.6. Transaction Code
start T
p
‘ Calculate available memory Allocate 64-bit integer Initialize arrays with
arrays a[], b[], c[] random integers
o
Execute post- 4
measuremeFr)u tests Execute measurement Execute pre-
(Copy Add. Scale tests (Copy, Add, Scale, measurement tests
Triad) and discard Triad) and calculate test (Copy, Add, Scale, Triad)
scores level scores N and discard scores

Calculate overall Flood

score based upon the
average of the four return
measurement tests
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8.9. Memory Worklet: Capacity

8.9.1. General Description

The XML validate workload implements a transaction that exercises Java's XML validation package
javax.xml.validation.Using both SAX and DOM APIs, an XML file (.xml) is validated against an XML schemata file
(.xsd). To randomize input data, an algorithisiapplied that swaps the position of commented regions within the
XML input data.

Memory scaling in Capaciys done through a scheme known as input data caching (IDAPC, the universe of
possible input data (here, randomized XML file data) ésqgmmputed and then cached within memory before the
start of the workload. During workload execution, the input data for a particular transaction instance is then
chosen randomly and retrieved from this cache rather than computed on the fly.

The data stre size is increased incrementally with each interval. If the data store size is less than the amount of
physical memory available to the worklet, data is retrieved from the cache. Once the data store size is larger than
the max size of the data cache;ac ache mi ss’ penalty is incurred when
store element that is not currently in the cache. When this occurs, multiple iterations-gémerating a cache
element are performed to apply a cache miss penalty and the &eticn rate decreases. The more memory the
system has, the larger of a data store size can be executed before the transaction rate begins to lower as a result of
cache misses.

In addition to the transaction characteristics, the maximum cache size is dgplithe scoring algorithm. Cache
size is computed as:

Physical Memory * dataacheto-heapratio (currently .6)

While this worklet does contain transactions that are memory oriented, there is still a component that is
influenced by CPU performance.

8.9.2. Sequence Execution Methods

A Modified Parameters SequencBach interval consists of a No Delay Series where the parametestatesize
changes with each interval.

8.9.3. Metric
Transacns Per Second<qrt(Physical Memory size (GB)

The overall sare will scale with memory size

Note: In SERT 1.1.0 the Capacity worklet was replaced with the Capacity2 worklet which used an updated method
to calculate the metric.

8.9.4. Required Initialization

At initialization time, both XML and XML schemata files are read in diisknand saved in a buffer for future use.
(There will be no further disk 10 once this is completed.) IDC initialization follows during which all possible input
data sets are preomputed and cached in memoryor each input data set, a randomizationaithm is applied

to the original XML data to create variations in parsing without modifying file size or complexity.

8.9.5. Configuration Parameters

xml - schema- dir Specifies the directory of the XML schema file
xml - schema- file Specifies the name of the XMEhema file

xml - dir Specifies the directory of the XML file

xml - file Specifies the name of the XML file
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enable -idc Enables/disables memory scaling using input data caching (IDC). Must be set to
iterations Number of executions perdnsaction

debug - level Value governs the volume of debug messages printed during execution.

!nput_ - generate - Number of XML file randomization iterations.

iterations

Additional IDC configuration parameters:

store - type Specifies the algorithm to use generating data when a cache miss occurs
locality - Specifies the probability distribution to use when randomly choosing input data in
distribution

data - store - size

Specifies the size of the universe of possible input data

data - cache - size

Specifieghe size of the input data cache

data - cache - Governs the frequency of output messages on cache hit/miss ratio

report - interval

custom - score - Specifies the algorithm to use in computing custom score reflecting cache
policy configuration.

data - cache - siz e-
scale factor

Specifies the scaling factor to use in the DataCacheSizeMultiplierGB custom
algorithm

data - cache -to -
heap - ratio

Ratio of cachaize to JVM heap size used in automatic cache sizing

8.9.6. Transaction Code

Stal‘tT

4 R R
Get random number Randomize XML data
_ J
l No l
s R 4
Translate to random Yes Create byte array
data index input streams
- / K Y
|terat|ons =1 i
4 R
Validate XML using Create SAX and DOM
SAX and DOM input source
_ /
return
XML input
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8.10. Storage 10 Workload

8.10.1. GeneralDescription

The Storag&Vorkload has four different transactiontsvo random and two sequential transactiguairs. Each pair
has a write and a read transaction.

8.10.2. Sequence Execution Methods
Graduated Measurement Sequence

8.10.3. Metric
Transactions (1O operationsgpsecond.

8.10.4. Required Initialization
A set of files is created before execution of the transaction

8.10.5. Configuration Parameters

file -size - bytes size of afile
file - per - user number of files opened by each user
file - path location of the files In this exampld h e p atdata”i,s p‘IlDezase no
al ways reside in a subfolder called
sequential - max- | amount of blocks that are accessed by the sequential transaction in one file befo
count next file is addressed
Example:

<file -size - bytes>1 000000<file - size - bytes>

<file -path >D:\</file -path >

<file - per - user>2</file - per - user>
<sequential - max- count >8192 </ sequential - max- count >
User
1 3 2. 4
8192 blocks 8192/blocks
Filel File 2

[File Example (2 files per user and max-count of 8192)]
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8.10.6. Transactionc Code 1- RandomRead

sta r‘tT

Generate random Generate random Read at position X
file location X file number N in file N

return
checksum

8.10.7. Transactionc Code 1- RandomWrite

Star‘lT

Generate random Generate random Write at position X
file location X file number N in file N

return
checksum

8.10.8. Transactionc Code 2¢ SequentialRead

Star‘[T

[ Calculate position ]—-[ Increment run counter ] Read at position X
in selected file

[max-count > runcounter] *[max-count <= runcounter] return

checksum
Select next file

[file-count <= max-files]

(fle-count > max-files] [ qe)ect the first file }—

8.10.9. Transactionc Code 2¢ SequentialWrite

startT

[ Calculate position ]——[ Increment run counter ] Write at position X

in selected file

return
[max-count > runcounter] )\[max-count <= runcounter]

checksum
Select next file

[file-count <= max-files]

[fle-count > max-files] [ gelect the first file
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8.11. HybridWorklet: SSJ

8.11.1. General Description

SSJ is a simulated Online Transaction Processing (OLTP) workload, and represents a Server Side Java application. It
is based on the SSJ workload in SPECpower_ssj2008, which was based on SPECjbb2005, which was inspired by the
TPGC specification; however, there are several differences between all of these workloads, and SSJ results are not
comparable to any of these bemmarks.

The Hybrid Worklet exercises the CR4$), caches, and memory of the SUT. The peak throughput level is
determined by maximum number of transaction of the above type the system can perform per second. Once the
peak value of the transactions is detdmad on a given system, the worklet is run from peak (100%) down to the
system idle in a graduated manner.

The performance of the Hybrid Worklet depends on the combination of the processor type, number of processors,
their operating speed, and the lateneynd bandwidth of the memory subsystem of the system.

SSJincludes 6 transactions, with the approximate frequency shown below:

New Order (30.3%)a new order is inserted into the system
Payment (30.3%) recordsa customer payment

Order Status (3.0%)requessthe status of an existing order
Delivery (3.0%j) procesgsorders for delivery

Stock Level (3.0%)findsrecently ordered items with low stock levels

=A =4 =4 =4 A A

Customer Report (30.3%))creates a report of recent activity for a customer

8.11.2. Sequence Executiolethods
Graduated Measurement Sequence

8.11.3. Metric
Transaction$er Second

8.11.4. Required Initialization

Each user represents a warehouse. During initialization, each warehouse is populated with a base set of data,
including customers, initial orders, and ordertbiy.

8.11.5. Configuration Parameters
The SSJ workload does not have any supported configuration parameters.

8.11.6. New Order Transaction

The input for a New Order Transaction consists of a random district and customer ID in the user's warehouse, and
a random number obrderlines between 5 and 15.
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start T

e N s N
ERetrieve the next order id]—~ Create a new Order | Create a NewOrder for
N J the order
N J
s B
N Ao(l)ddOrderS.nd. Apply customer ( h
ewOrder to District discount and Tax | | Process each OrderLine
& o / N J
Build a report
E Add Order to Customer containing the
Customer and Order
information with all
OrderLine details
return &
startT
[ cn y | [ h
. oose a supply
E Create a new Orderline L warehouse J\ Retrieve ltem and Stock
N J
/ \ v
P Calculate the item's (" )
Add item's price to price " | Reduce Stock Quantity
Order total L ) and update YTD and
order count
return N

8.11.7. Payment Transaction

The input for a Payment Transaction consists of a random district from the user's warehouse, a random customer
id or last name (from either the user's warehouse or a remote warehgasel)a random payent amount.

start T

Add the payment ( Add the payment ) 4 Adjust the customer's )
amount to the amount to the district | balance, YTD total,
warehouse YTD total YTD total payment count, and
- J S credit data )

|

. )

the warehouse, district, .~ the warehouse history
customer, and payment ~ <

information

returnl

~
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8.11.8. Order Status Transaction

The input for an Order Status Transaction consists of a random district and either a customer ID or last name from
the user's warehouse.

start T

[ Retrieve the desired Retrieve the most recent Retrieve the OrderLine

Customer Order for the Customer information for each
item in the Order

|

Build a report showing
the current status of the
Order and all Orderlines

return l

8.11.9. Delivery Transaction
The input for a DeliverJransaction is a randormarrier ID.

Build a report showing
the warehouse, carrier,
and items delivered for

Process Deliveries for
each Districtin the

Warehoui? each District
returnl
Delivery: Process District
start [customer has
sufficient

Find the next most
recent New Order for
this District

T

balance] Remove the selected }

NewOrder from the District

l

Set the Carrier ID for

[customer has insufficient the Order to match
balance for order] this Delivery
Increase the Ordering Set the Delivery Date
Customer's Balance by for each OrderLine to
the amount of the Order the current date
return

12 January 2016 48 0f 52 Copyright © 19882016SPEC



Server Efficiency Rating AidSERTF)Design Document

8.11.10. Stock Level Transaction

The input for a Stocke v e | transaction is a random district from t
threshold between 10 and 20.

start
Find Stock whose Items Count the number of Build a report showing
were purchased in the the selected Stocks the threshold and the
last 20 Orders for this whose quantity is less number of low Stock
District than the threshold items found

return

8.11.11. Customer Report Transaction

The input for a Customer Report transactioonsists of a random district from the user's warehouse and a random
customer ID or last name (from either the user's warehouse or a remote warehouse).

start l

Search the warehouse History table for all Include the Customer's 5 most recent
payments by this Customer payments in the results

Include the Customer's 5 most recent Search the district Order table for all orders
Build a report including the Customer orders in the results by this Customer

Find the selected Customer

information and the selected Order and
Payment information

return
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9. Energy EfficienciRegulatory lPogramsand the SERT

The SERT idesigned to be utilized iknergyEfficiencyRegulatory RBogramsworld-wide. T h e ERERGY STAR
development team is currently working on Version 2.0 of their Computer Server Specificytémsion 2.0 aims to
evolve the program by adding a means to measure the overall efficiency of the server while it is performing actual
computing work via an Active Mode Efficiency Rating Todhe K o r e aavérrsment has tasked the
Telecommunications Thoology AssociatiofTTA)t o cr eat e Sewer Eney Efficieridyabeling
Program (EELP).

SPEC applaudmth efforts for theirgoal of drivingtowards greater energy efficiency in IT @gment, and SPEC
considers these grans an industry partnetin this effort. The development of an Active Mode Efficiency Rating
Tool is an essential component in the ongoing effort to reduce waitte energy consmption and paves the way
for successfutegulatoryprograns that havethe potential to harmonize emgy efficiency programs worldwide.

SPEC recognizes that there are other Energy Efficiency Regulatory Programs around the globe that have an interest
in establishing criteria for energy efficient computer serv&BE®@elcomes the opportunityo work withthe EPA
the TTAand other agencies as they ugee SERT in support of tineegulatory programs.

The beadth oft h e  Su®&idnal £overage allows fa broadspan of configurationand shows thaifferent

aspects of computer servers at a varietyladd levels Also, the par outof-box tuning provides relevance snd-

consumersAs more programs adopt the use thie SERT, the base ofeasureddata will grow. TheSER™ust be
usedin the intended matterin order to ensure the accurate and repeatable resuhgrefore, we recommend the
inclusion of the following items iaveryEnergy EfficiencRegulatory Fogram

9.1. Measurement

The providedSERT test kit must be used to run and produce measured SERS. tessudsults are not comparable
to power and performance metrics from any other application.

9.1.1. Scoring and Metric

The omplexity of performance and power measures across components at multiple target load levels makes
creation of a metric difficultTherebre, it is recommendedo implement a~9-12 month reportingonly phase first.

Once a sufficient level of data is collected from repamty submissionsSPE@Ilans torecommend a datalriven

metric and scoring algorithm.

Reporting:Only Phase f Metric and Level Phase
Data Analysis Phase
Metric and Level Proposal

9.1.2. Configuration Power/Performance Mdifier

These arésubstitutions” f or  rrensehts fonkemstie SERT cert measure ofor whichthe performance
cannot be determined (e.g., redundant power suppliesid need to be created during theMetric and Level
Proposalphase The desigrallows for modifiers nevertheless SERTL..0.0 does not implement thigeature. The

intention is to build on data collected from the first version of the SERT to creatkfier proposals for a future
revision.

2 US Environmental Protection Agency i Energy Star Program Requirements for Computer Servers.
http://www.energystar.gov/index.cfm?c=revisions.computer_servers

12 January 2016 500f 52 Copyright © 19882016SPEC



Server Efficiency Rating AidSERTF)Design Document

9.2. SERT Binaries and Recompilation
Valid runs mat use the provided binary files and these files must not be updated or modified in any way.

9.3. Manual Intervention

No manual intervention or optimization for the SUT or its internal and external environment is allowied tue
test measurement

9.4.Public Usag of SERResultsInformation

In general, aclear goal ofevery Energy Efficiency Regulatory Programsto have the broadest possible
participation among vendor s. Experience i n t he compu
demonstrates that whe performance details become available for marketing purposes, only vendors with

superior (at the time of publication) products are incented to publish results. To encourage broader participation

across the industry, a set of strong rules must be in pthe¢ will restrict marketing use of any of the detailed

information generated by the tool. No data besides the actual qualification should be utilizetkeirgy Efficiency

Regulatory ProgramBar t ner s’ mar keti ng col | atndothathe.licenBdfershetoal ul es w
and the Partner agreement.

Note that, while these rules are not strictly a part of
allow the flexibility of the design and the delivery of detailed consumirination that is desired.

Public Usage Rules

1 Competitive comparisons that promote the use of one product over another and use numeric data
generated by the SERT are expressly disallowed.

1 The only information provided by the SERT that can be usetidoketing collateral is the qualification of
a server configuration or server family for an energy efficiency program such as EPA ENERGY STAR.

1 The only information provided by the SERT that can be used for public comparison that promotes the use
of one poduct over another when removed from the context of the full Power and Performance
Datasheet is the ENERGY STAR qualification of a server configuration or server family, or a similar
qualification defined by another Agency. All other publicly availablerimétion is provided in the
datasheet and references must be made to this document in its entirety.

9 If the tool is used for research to generate information outside of the ENERGY STAR program or similar
programs, the information may not be compared to tresults that are associated with an official energy
efficiency program, such as ENERGY STAR, and competitive comparisons may not be made using the data
generated

1 32-bit and64-bit resultscannot be compared to each other andatkto be in separate categes

9.5. General Availability GA)

The implementation of the System undeedt must be generally available, documenteahd supportedn order to
ensure that the systems and their hardware and software components actually represent real products that solve
real business and computational problems.

9.6. Accredited, Independentaboratory

The requirement to use accredited, independent laboratories may place a large burdée partners ofEnergy
Efficiency Regulatory Programsspecially smaller companies. We apunend the use of an independent
laboratory as an option, buare not implementing this as a requirement.

9.7. Supply Voltagelolerance
SERT is designed for environments that have a supply voltéeyariceof + 5%.
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10. Logistics
The icensingand pricingstructures as well as the support and maintenance models that will be used for the SERT
are established by the SPEC Board of Directors

10.1. Future Enhancement Ideas

10.1.1. Worklets

Worklet improvementge.g., data output verificationand additional workletsare being investigated in order to
keep up with upcoming technologies.

10.1.2. DC Power

If sufficient testing and support commitments are provided, SPEC will consider including supportpfow&ed
server measurements in the SERT. This is dependent on similar supp®CGpowered servers in the SPEC
PTDaemon.

10.1.3. Additional Operating Bvironments
Please see sectidh1l

10.2. Design Feedback Mechanism

The SERT development team will leredie input from a broad spectrum of industry experts during the entire
development process Please provide your detall feedback to the SPECpower Committee via
http://www.spec.org/sert/feedback/issuereport.html

10.3. Trademark

SPEC and the names SERT, SPECpowands$PEC PTDaemon are trademarks of the Standard Performance
Evaluation Corporation. Additionafq@uct and service names mentioned herein may be theléraarks of their
respective owners.

10.4. Copyright Notice
Copyright© 1988-2016 Standard Performance Evaluation Corporation (SPEC). All rights reserved.
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